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AN APPROACH TO INTERPOLATION BY INTEGRATION

KHEIROLLAH RAHSEPARFARD®
Qom State University, Iran

In this paper we consider the correctness of Lagrange bivariate interpolation
problem, where interpolation parameters are integrals over certain bounded plane
regions. Here we study the case of bivariate polynomials of degree not exceeding
one.
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Introduction. Denote byIl, the space of bivariate polynomials of total
degree less than or equal & . The classic Lagrange interpolation parameters are the
values of a function at given points(x;,y;),i=1,2,...,s , where s is the number of
knots, equals to dimIl . In other words, the Lagrange interpolation problem
is: find a unique polynomial p €Il such that p(x,,y,)=c;, ,i=12,..,s, where
¢, are arbitrary predetermined numbers. We consider Lagrange interpolation
problem, where interpolation parameters are integrals over certain plane regions.
To describe these regions we start with

Definition 1 [1]. We say that a set L of lines in the plane is in general
position, if any two lines intersect at one point and no other third line passes
through this intersection point.

For a set of lines in general position we call b-regions the bounded regions,
whose boundary points belong to these lines, while none of their interior point
does. In other words, b-regions are bounded regions cut by the given set of lines.

For k+3 lines in general position, the following lemma is true.

Lemma. Let the lines L,,L,,...,L,.; be in general position, wherek>0.

k+2 )
Then, there are exactly 5 b-regions.

Proof. We prove it by induction on k. The case k=0 is obvious. Suppose
k>1, and the formula is true for k=m, let us prove it for k=m+1. For m+3

m+2
lines, by assumption, there are ( 5 J b-regions. Now, let us add one more line in
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the plane, say /, to be in general position with the other lines. Thus, there
are m+3 intersection points on /: M,,M,,...,M, . Consider the segments
M, .M i=1,2,...m+2, with neighboring endpoints. Each of them -either

divides a b-region into two bounded regions, whenever it is inside a b-region
or creates a new b-region, otherwise. In each case it makes the number of b-region
to increase by one. Therefore, the number of b-regions increases by m+ 2, which

i+l

. m+2 m+3
is the number of the segments. Thus, we have 5 +(m+3-1)= 5

b-regions.
k+2
Hereon we denote N = , | We also denote by G,, i=1,2,..,N, the above

mentioned b-regions.
Now, let us formulate the Lagrange interpolation problem. We are going to
find a unique polynomial p €Il, such that

“.p(x,y)dxdyzci , i=L2,..,N, (1
GA'

where ¢; are arbitrary predetermined numbers.
We can express conditions (1) in terms of mean values over b-regions:

;J.J.p(x,y)dxdyzci', i=1,2,..,N, where u(G,) is the area of G,, and
“(G,;) G,
¢l = (c(’;) are arbitrary predetermined numbers. For this reason we refer the
HG;
considered above interpolation as the mean value interpolation.
Definition 2. The mean value Lagrange interpolation problem is said to
be correct, if for any given data
A={c;:i=1,2,..,N} )

there is a unique polynomial p eIl, satisfying(1).

The polynomial p eIl is of the following form
px.y)= 2 ax'y’. (3)
i+j<k

Substituting this into (1), we get a linear system of N equations with N
unknowns, which are the coefficients of the right-hand side of (3). Therefore, to
prove the correctness of the interpolation it is enough to show that the main
determinant of the above mentioned linear system is not equal to zero.

The Results. In this section we introduce a hypothesis and prove it in a
special case.

Hpypothesis. Let the lines L,,L,,...,L, ., be in general position. Then, the

mean value interpolation with IT, is correct.
For the case k=0 the hypothesis is true. Indeed, if p €I, i.e. p=const and
_[ _[ p(x,y)dxdy =0, then p=0. In this paper we prove that the hypothesis is true
G

also in the case k=1.
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Theorem. Suppose that the lines L,,L,,L,,L, are in general position.
Then, the mean-value interpolation with IT; is correct.
Proof. We use a linear transformation to make the images of two lines
coincide with X and Y axes. Suppose this linear transformation
T:I1, - 1], 4
fe

is given as X=TU=(
h i

u

jx[ j Denote the image of line L, under transforma-
v

tion 7 by L/, i=1,...4. . We have that L and L, are given by equations u =0

and v=0 respectively. Let us denote equations of L; and L, by v=i(u —a)
a

and v= _—C(u —b) respectively. Since in this case the Jacobean J = aAxy) is
b o(u,v)
constant, therefore, changing variables, we get the following formula:
I J. p(x,y)dxdy = JI _[ p(fu+ gv,hu +iv)dudv. (5)
G, G,

Note that p(x,y)ell, < p(fu+gv,hu+iv)ell,. Therefore, formula (5)
implies that the mean-value interpolation with L,,L,,L,,L,and II, is correct, if
and only if the mean value interpolation with L/,L},L;,L;and TII is correct.
Indeed, if for any ¢,c,,c; there exists a unique pell, such that

J.[p(x,y)dxdy =¢;,i=1,2,3, then for any ¢],c},c; there exists a unique p el
GV
such that [ [ p(u,v)dudv=c|, i=1,2,3.
G;

Hence, it is enough to prove the correctness in case of L/,L,,L;,L; . Here we
replace (u,v) by (x,y). We shall prove the correctness of the interpolation by
calculating its Vandermonde determinant:

H.ldxdy J.J'ldxdy .[J.ldxdy
G G, G;

detd =|[ [ xdxdy | [ xdxdy | f xdxdy (6)
G G, G,

-

JI vdxdy I j ydxdy I j vdxdy
G G, G,

and showing that it is not zero. Let us start with calculating the elements’ of the
determinant.

In view of elementary operations of determinant we can replace the
integrals over G, and G, in (6) by the integrals over two big triangles
G/ =G, uG; and G, =G, UG, respectively (see Figure). Let (xo,00) be the
intersection of L] and L;. Taking into consideration their equations, we have

_((c—d)ab (a-b)cd
(xo’yo)_( ac—bd * ac—bd j

(7
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y
N
\_ (o0, y0)
C
a ~=
b-regions.
Now we get by simple calculations:
J' f ldxdy = lbc, .[ I ldxdy = lad,
G 2 G 2
1 1 acb(c —d)(-2bd +a(c+d) a(a—b)*c*d
J [ty = 5y + @)y 4 (- o)y = 2N ale ) damB e d_
& 2 2 2(ac—bd) 2(ac—bd)
_ac(b(c-2d)+ad)
2(ac—bd)
by D) - by D) -
Ifxdxdyzf j xdydx=—cb", Ifxdx y=I J ydydx =—c"b,
G 0 0 6 G, 0 0 6
a%d(x—a) 1 a%d(X—a) 1
I I xdxdy =I I xdydx =—a’d, I I vdxdy =J. I ydydx =—ad*.
G, 0 0 6 G} 0 0 6
Now it remains to calculate the integrals of xand y over G;. We have
—c —d
—(x-b) —(x—a)
Xo b a a 2 2.7 2 202 2
jjxdxdy:_[ ,[ xdydx+_[ ,[ xdydx:a cla“cd —2abd” +b (02 3cd +3d ))‘
G 0 0 Y 0 6(ac—bd)

In the similar way we get
ac*(a*d* + b*d(-2¢ +3d) + ab(c* —3d*%))

dxdy =
Ié[ yee 6(ac —bd)*
Now we get for the Vandermonde determinant
lbc lad ac(b(c—2d)+ad)
2 2 2(ac—bd)
20,20 2, 7202 2
detd = lcbz ldaz a“c(a“cd —2abd” +b (c2 3cd +3d7))
6 6 6(ac —bd)
1,2 1 ac(a’d’ +b’d(-2c+3d)+ab(c’ —3d))
6 6(ac —bd)*

Now using elementary operations of determinant, we obtain
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L1 ac(b(c—2d)+ad)
ac —bd
20,29 2, 7202 2
detA——-—-lbcadb . @ cla“cd —2abd” +b ((; 3cd +3d7)) _
6 (ac—bd)
.4 ac*(a*d* + b*d(-2c¢ +3d) + ab(c* —3d*?))
(ac—bd)*

1 1 ac(b(c—2d)+ad)(ac —bd)
=%2 a a*c(a*cd —2abd* +b*(c* —3cd +3d%)) |=
72(ac —bd) s 2 s 5 5

c d ac(ad” +b°d(-2c+3d)+ab(c”-3d"))
. 1 (b(c—2d) + ad)(ac —bd)
=L‘Z2 a  a(d’ed —2abd? +b*(c* —3cd +3d%)) |.
72(ac —bd) I, 5 .
¢ d cod®d*+b*d(-2¢+3d)+ab(c* —3d*))

Finally, we obtain

(abed)* (a—b)*(c—d)* ®)
36(ac —bd)*

Note that ac # bd since L; and L, are not parallel. It is also easy to see that

detd =

the numerator in the right-hand side of (8) is not zero, since L|,L;,L;,L; are in the
general position. Thus det4 # 0. Therefore, the mean value interpolation with IT, is

correct.
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Uh Ununnkgnid dhpwpuwtip huinbgpniung

znyJusnid putwplynud E Lwgpuiudh Eplswth dhpwpldw (htnbpynjjughuygh)
hutpph &ogpinnipyniip, Epp dhgwpluyhtt wupwdtnppp ptnbkgpujtp &b npnp
uwhdwbwthwl hwpp whpnypubpny: Lutwplynud Lt dklp sqhpuquugnn
wunhdw-ubkpny Epljsuth puquuinuwdubph nhwpp:

OauH N0aX0 K MHTEPIOJISALUHN, OCHOBAaHHBIM HA MHTETPUPOBAHUHI

B cratbe paccmaTpuBaeTCs KOPPEKTHOCTh JBYMEPHON HMHTEPIIOJISLIMOHHOW 3a7adu
Jlarpanxa, rie MHTEPHIOJSIUOHHBIE MApaMETPbl — WHTErpaibl 10 HEKOTOPBIM OrpaHH-
YEeHHBIM IUIOCKUM o0yactsiM. M3ydeH ciy4yaid OBYMEpHBIX MHOTOYJICHOB CTEIEHH, HE
MPEBOCXOIAIIEH €IUHHUILY.



