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ON MULTIPLE INTERSECTION POINT OF HOMOGENEOUS CURVES
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In the present paper we describe the polynomial space, corresponding to the
multiple intersection point of two curves that are given as products of correspon-
dingly m and n different lines, passing through that point.

The main result gives the basis of that space, using polynomials, which
correspond to the derivatives with respect to the directions of those lines.
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In the present paper, if not mentioned otherwise, by n-degree polynomial
we understand an 7 -degree bivariate polynomial. Let us denote by [] the space of
all polynomials; by [], and Hg the n-degree and n-degree homogeneous poly-

nomial spaces respectively.
Given two curves C, and C,, defined by equations P(x,y)=0 and O(x,y)=0

respectively, where P,Q € []. Let (x,,y,) be an intersection point of those curves:
(x9,¥9) € C;, N C, . Define the following space: M =M, )< IT (see[1]),
0 0

b b :0,
ox ayJQ(xo o)

1. reM,r i,i P(xy,y,)=0,r
Ox Oy

2. reM,then ireM, irEM.
ox oy

The space M, .

at point (x,,),), and the dimension of that space is called the number of

) is called multiplicity of intersection of curves C, and C,

intersections or arithmetical multiplicity.

Now we’ll describe the space M, |, for the case, when C; and C, are

(X050
given as products of correspondingly m and n lines, passing through the point
(xy,Y,) . Without loss of generality we assume that (x,,),)=(0,0), since we
always can come to it by choosing a convenient coordinate system. It is clear that
in this case products of these lines determines a bivariate homogeneous
polynomial. We also know the opposite: each homogeneous polynomial of two
variables is a product of lines, passing through the point (0,0) (see [2]). So we are
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going to describe the polynomial space, corresponding to the multiplicity of

intersection at a point of two homogeneous curves, that pass through that point and

have no common factors.
Denote M =M, .

auxilliary propositions.

To construct a basis of M we’ll need the following

Proposition 1. Let I(x,y)=ax+pBy, p(x,y)= Y, aij.xiyj , then

i+j=n

" (ai aﬁ]p(x V) =nlp(a.p).

n .o | o
Proof. Using the formula (a+5)" = Z[Tq]a’”b’ =2La”7’b’ , we get

i=0\ ! i—o(n—10)!
I"(x,y)= Z( T 1 a" ' B'x""y" . Note that if p(x,y)= Y a;x'y’ is a homoge-
i=0 (1 —1 i+j=n

neous polynomial and 7(x,y)=x"y" for s+t=n, then r[ai %] p(x,y)=sltla,
X
So we have

(o o
I — = |p(x,y)= Za,,lj' a'pl=nly aa'p=n'p(a,p).
a a i+j=n )‘l' i+j=n

The statement is thus proved.
Particularly for the case p(x,y)=/[l,---1,, where [. =a,x+b,y, i=1,2,...,n

2

if the point (a, f) belongs to any of lines /,, then /" (%,%] p(x,y)=0. In general,

" [66 0 J(ll -[,)=0, iff / has the same direction as one of the lines /,/,,...,/, .
X

Proposition 2. Given {ll.}?: different lines, passing through the point (0,0),

then the following polynomials are independent /1,15 ,...,I%,, , k>n.

Proof. Obviously, the proposition may be proved only for the case k=n.
Let [, =y+k;x, then [} =§[ Jk’ ‘y" . j=1,2,...n+1. Generally, indepen-
dence of polynomials is equivalent to the independence of vectors, whose com-

ponents are the polinomials’ coefficients. Thus, the above-mentioned polynomials
are independent, if the following determinant is non-zero:

(e B - [
(i Gl |

n n 2 n n
1 kn+l kn+l kn+]
1 2 n
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The latter is non-zero, if the following Vandermonde determinant is non-zero:

1k k- K
1k k- K
1k, Kk k!

n+l n+l n+l

But the Vandermonde determinant is non-zero, since all k;’s are different.
The statement is thus proved.

Now, using the Propositions 1 and 2, we can prove the following theorem.

Theorem. Let the curve C, be given as a product of different lines
l,1,...,1, , passing through the point (0,0), C,:P(x,y)=/4l---[, =0, and the
curve C, be given as a product of the lines I~1,l~2,...,l~n (passing through the
point (0,0)), different from each other and different from all /s,

CZIQ(X,y)=l~ll~2---l~n:O. Given n>m, L.

. and L’s are the polynomials
corresponding to the derivatives by directions of the lines /; and Z respectively.

Then the following mn polynomials form the basis of M :

1L L5 -r
L L Lok B
sz lé QH Kl {Q5l¥} {K;H’L;Mal;“}
.. Efl E:l {E;’An} {Erl’qzﬂ’lgﬂ} {LTZ,l;ﬁZ,l;HZ’LTZ}

iy

L N R A N S I st S ]
Here {L,,..,L,} denotes a linear combination of polynomials L,,...,L,,

whose coefficients have to be found during the proof.

Proof. Since in the given scheme polynomials, belonging to the different
columns, have different degrees, then in order to show the independence of all
polynomials one has to show only the independence of polynomials in each
column. Independence of polynomials in the left side of the scheme follows from
the Proposition 2, and from the fact that lines /,, i=1,2,...,m , are different.

The cases L/ i,i P(x,y)) =0 Vi=12,...m,V j=0,1,2,.... j<m
Ox Oy ©.0)

and j>m are obvious, and the case j=m follows from the Proposition 1. The

same property holds for all derivatives of the polynomial I/, because
aiLk (x,y)=kal’(x,y) and aiLk (x,y)=kbL" ' (x,y), where L(x,y)=ax+by.
X y

So, all polynomials in the scheme and their derivatives turn the polynomial
P(x,y)=11,---1, to zero at point (0,0).
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It is obvious that all polynomials in the left side of the scheme, as well as
their derivatives, turn the polynomial Q(x,y)= 2;?2 in to zero at the point (0,0),

since their degrees are all less than n. Now let us show that one can choose the
coefficients of linear combinations, so that all the polynomials at the right side of
the scheme and their derivatives turn the polynomial Q(x,y) to zero. It is easy to

see that the latter proposition is the same as to show, that the coefficients of linear

i+
combinations may be taken so that the (7 —1)-th derivatives [6 P J+j=r —IJ
X oy
of polynomials of each r-th column =zeroing the polynomial Q at the
point (0,0). Let us consider any polynomial from the 7-th column:

Ly +a, L +..+a. L, h>r. Obviously, under the condition that all
(7 —1)-th derivatives of this polynomial turn Q(x,y) to zero at point(0,0), we

come to a linear system of » independent equations with »+1 variables that has
exactly one (with respect to multiplication by a number) non-zero solution.

To show the independence one has to show that the coefficient ¢ in that
solution is not zero. Let us consider the equation system, which determines

C,a),0y,...,4, "
—F |0(x, ) =0, i+j=r—1,
ox'oy’ 00) (*)

F=cl;" ' +a " +..+a L™

Let L, =y +k,x, then we have
aiJrj
ox' oy’

F=(ckj Ly + aiL] +...+ @ kL) (n+7=1).(n+1), i=0,1,...,r 1.

Since L/Q(x,y)=n!Q(a, ) #0 (according to the Proposition 1 and the condition
that /; is not a factor of Q) and all £, ’s are different, then the determinant

allelle e arer’;Q
ak 0O - a kL0

is not zero. D=0 implies that ¢ in the solution of the system (*) is not zero,
otherwise, we would come to the contradiction that a system of homogeneous
linear equations with non-singular determinant has a non-zero solution. Now, using
this result and the Proposition 2, it is easy to see that the polynomials of each
column in the right side of the scheme are independent.

So we get mn independent polynomials belonging to M . Since C, and C,

have no common factors (no common lines), then according to Bezout’s Theorem
(see [1]), those curves have mn intersection points including multiple ones. But
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since the only intersection point of these lines is (0,0), then the arithmetical
multiplicity of intersection at (0,0) is mn, and, therefore, dimM =mn . Thus the

polynomials given in the scheme form a basis in M .
The Theorem is proved.
From the proof it is clear that the condition m <7 is not significant, and we

could construct the scheme, using the lines ; as well. Then from the Theorem it
follows that the linear spans of polynomials in the both schemes coincide.
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Zwdwubn Ynpiph hwndwt finh yqunhlnpjui dueht

Uohmwwnwbpnid  ujupugpynid £ jhknh  wwunplnipyuip hwuwdwyw-nwupwing
puquunuuuhtt nupwsnipiniip wyy YEnny wiugunn ninhnubph wpnwnpyunyg npnoynn
Epynt Ynpbph hwdwp: Upjupunwtiph hhdtwlwt wpnyniupp mwwhu b ayn nwpusnipjut
puqhutt wyb puqUuwinudutph dhgngny, npnup hwdwwywwnwupwind i pun tydus
ninnnipjniaubph wéwbgyuubkpht:

(0] KPAaTHOCTU TOYKHU NMEPECCUCHUA OAHOPOAHBIX KPUBBIX

B pabote omuceiBaeTcss MOTWHOMHAIBHOE TIPOCTPAHCTBO, COOTBETCTBYIOIIEE
KPaTHOCTH TOYKH IE€PECceUeHUs ABYX KPUBBIX, KOTOPBIC OIMPEIENSIIOTCS MpOH3Be-
JICHUEM MPSAMBIX, TPOXOAAIIUX 4yepe3 3Ty Touky. OCHOBHOW pe3ynbTaT paboThI
Jaer 0a3uc ITOTO MPOCTPAHCTBA Yepe3 MOJMHOMBI, COOTBETCTBYIOIIUE MPOU3BO/I-
HBIM 110 YKa3aHHBIM HAIPaBIICHUSM.



